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ABSTRACT
Emotional video captioning (EVC) is an emerging task to describe
the factual content with the inherent emotion expressed in a video.
It is crucial for the EVC task to effectively perceive subtle and
ambiguous visual emotion cues in the stage of caption genera-
tion. However, existing captioning methods usually overlooked the
learning of emotions in user-generated videos, thus making the
generated sentence a bit boring and soulless.

To address this issue, this paper proposes a new emotional cap-
tioning perspective in a human-like perception-priority manner,
i.e., first perceiving the inherent emotion and then leveraging the
perceived emotion cue to support caption generation. Specifically,
we devise an Emotion-Prior Awareness Network (EPAN). It mainly
benefits from a novel tree-structured emotion learning module in-
volving both catalog-level psychological categories and lexical-level
usual words to achieve the goal of explicit and fine-grained emo-
tion perception. Besides, we develop a novel subordinate emotion
masking mechanism between the catalog level and lexical level
that facilitates coarse-to-fine emotion learning. Afterward, with the
emotion prior, we can effectively decode the emotional caption by
exploiting the complementation of visual, textual, and emotional
semantics. In addition, we also introduce three simple yet effective
optimization objectives, which can significantly boost the emotion
learning from the perspectives of emotional captioning, hierar-
chical emotion classification, and emotional contrastive learning.
Sufficient experimental results on three benchmark datasets clearly
demonstrate the advantages of our proposed EPAN over existing
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SOTA methods in both semantic and emotional metrics. The ex-
tensive ablation study and visualization analysis further reveal the
good interpretability of our emotional video captioning method.
Code will be made available at https://github.com/songpipi/EPAN.
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1 INTRODUCTION
The wide popularity of social networks enables people to habitually
express their opinions with images or videos, which raises an urgent
demand for visual emotion analysis. Among the large amount of
online multimedia data, short videos with dynamic and vibrant sto-
rylines often elicit a wide range of emotional reactions from viewers
[61, 66]. In recent years, emotion-aware video understanding tasks
have drawn increasing attention, including emotional music-video
retrieval [38], advertisement recommendation [17], and emotional
video captioning (EVC) [43]. The EVC task is an emerging hot topic
in multimedia and computer vision communities [36, 43]. As an
intersection of vision, emotion, and language studies, EVC requires
not only comprehending the video content but also perceiving the
intrinsic visual sentiment as well as incorporating the sentimental
semantics for caption generation.

To generate high-quality emotional captions, one primary issue
is how to accurately capture the intrinsic emotions expressed in
videos. For emotion recognition, early research mainly focused
on emotion recognition in texts, which contain emotion-specific
words, e.g., emotion-label words “happy” and “sad” and emotion-
laden words “successful” and “failed”. These words straightfor-
wardly elucidate or describe one’s sentimental state. Thus, text
emotion recognition approaches are mostly based on the word-
level analysis of texts to detect the explicit expressions of sentiment
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Figure 1: Existing EVC pipelines (a) and ours (b). Differ-
ent from existing methods [36, 43], we solve this task in
a human-like perception-priority manner, first performing
tree-structured emotion learning, and then generating cap-
tions guided by the emotion priors.

[22, 52, 69]. Different from the emotion-specific words in texts, the
visual emotion cues in images or videos are implicit due to the
characteristics of ambiguity, subtlety, and heterogeneity [66, 67].
To capture visual emotions, existing visual emotion analysis works
have made efforts to enrich affective representations [28, 50, 51, 66],
such as by leveraging various visual stimuli (e.g., color and object)
or modeling the polarity, type, and intensity of emotion categories
[50, 51]. The progress in visual emotion analysis has inspired the
study of emotional captioning. Some image-based works adopted
a two-stage offline training scheme [1, 23, 29]. They first applied
emotion analysis techniques to classify images into several emotion
categories, such as positive/negative [23], Ekman’s 6 emotions [29],
and Mikel’s 8 emotions [1]. Then, according to the emotion cate-
gories, they learned to generate emotional descriptions. Despite
the promising progress, it is still difficult for captioner to generate
emotional words as rich, vivid, and natural as real-life language by
just considering the coarse-grained emotion category prompt.

For the challenging EVC task, existing attempts [36, 43] focused
on implicit emotion learning in a data-driven manner. They directly
optimized the semantic mapping between videos and emotional
captions as did traditional captioning methods. However, merely
modeling semantic relationships is insufficient to fill the affective
gap between videos and emotions. As shown in Figure 1 (a), the
actual emotion of the “delightful” girl is misinterpreted as “sad” by
the factual semantic of “lost teeth”. Besides, these methods lack an
explicit quantitative analysis of emotion and may be easily affected
by the problem of adequate common words and low-frequency
emotion words in the training corpus.

To fill the research gap, this work enhances EVC with explicit
emotion learning in an end-to-end manner. As shown in Figure 1
(b), we introduce emotion priors through a tree-structured emotion
learning scheme involving both psychological categories (catalog
level) and usual emotion words (lexical level). Our motivation is
two-sided. As well known, in the field of emotion analysis, the
psychological categories are more professional than daily words,
whose theories are built on the all-around measurement of type, po-
larity, and intensity to cover human emotions [33]. As well, our goal
is to generate caption sentences with emotion words as naturally

as possible. Therefore, we leverage the strengths of both psycho-
logical emotion categories (from psychological theory) and natural
emotion words (from caption annotations) to achieve coarse-to-
fine emotion understanding. In our emotion solution, we adopt the
psychology emotion catalog and usual emotion words in [43].

Based on the above considerations, we introduce a novel Emotion-
Prior Awareness Network (EPAN) for EVC. We propose a human-
like perception-priority solution, which first perceives the emotion
and then uses it to guide caption generation. As shown in Figure 2,
EPAN includes two parts: Tree-structured Emotion Learning and Af-
fective Caption Generation. For emotion learning, we first perform a
quantitative emotion analysis over the psychological categories and
obtain the responsive categories. Then, the daily emotion words
inherited from the responsive categories are selected for further
emotion learning at the lexical level. This operation effectively
narrows the range of relevant emotional words. To this end, we
design a subordinate emotion mask to filter out irrelevant emotion
words along the emotion tree (i.e., from psychological categories
to emotion words). The mask operation is embedded into the end-
to-end captioning framework to realize cross-validation between
the catalog-level and the lexical-level emotion learning. Finally, we
effectively exploit the complementation of visual, textual, and emo-
tional semantics for more accurate emotional caption generation.
Moreover, to ensure high-quality caption generation, we introduce
three simple yet effective emotion-aware learning objectives for
training: 1) hierarchical emotional classification loss for boosting
tree-based emotion accuracy, 2) emotional contrastive loss for dif-
ferentiating positive and negative emotion-related video-caption
pairs, and 3) basic emotional cross-entropy loss with an emotion
penalization term.

The main contributions are summarized as follows:
• We present a new emotion-prior awareness perspective for EVC,
which first perceives emotion and then generates captions in
a human-like emotion-priority perception manner, rather than
simply addressing video-to-caption semantic mapping.

• We devise a tree-structured emotion learning scheme on psycho-
emotional categories and the subordinated usual emotion words,
where a subordinate mask mechanism is applied between the
catalog level and lexical level to filter irrelevant emotion words.

• Three simple yet effective emotion-aware learning objectives
involving emotional captioning, emotion recognition, and con-
trastive emotional learning are specifically devised for this task,
which can effectively optimize our proposed EPAN.

• Our method achieves new state-of-the-art performance on three
EVC datasets (i.e., EVC-MSVD, EVC-VE, and EVC-Combined), e.g.,
improving the latest records by +7.0% and +12.3%w.r.t. CIDEr and
emotion accuracy, respectively, on EVC-Combined. Additional
experiments on the SentiCap dataset (image) also demonstrate
the generalizability and effectiveness of our EPAN.

2 RELATEDWORK
Visual Emotion Analysis. In recent years, various approaches
have attempted to reveal the emotion aroused by images or videos
[14, 15, 45, 67]. Image-based emotion analysis can be divided into
several aspects: 1) categorical emotion states (CES) [35, 49, 62] and
dimensional emotion space (DES) [18, 26] from the psychological
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model view, 2) personalized emotion prediction [2, 64] and domi-
nant emotion recognition [48, 49] from individual or public subject
view, 3) emotion distribution learning for compound emotion anal-
ysis [13, 47, 50], and 4) others, such as that domain adaptation
[63, 65] and few/zero-shot learning [44, 59] have been studied for
label absence challenges in visual emotion analysis. By comparison,
video-based emotion analysis has developed slowly. Most works
studied crucial spatiotemporal variations of video, such as emotion-
related visual regions or segments [28, 31, 57]. And some others
strived to acquire emotion-rich clues, e.g., audio features [66], facial
features [25], and visual aesthetics [28], etc.
Emotional Captioning. The early works are equipped with some
predefined emotions, such as positive/negative polarity [19, 68]
and psychological categories (i.e., anger, disgust, fear, happiness,
sadness, or surprise) [39]. Under the precondition, the model output
emotionally customized captions, while the real emotion evoked by
visual content was negligible. To break this, some works proposed
to generate sentimental captions conditioned on visual emotions
[1, 23, 29]. They first used a well-trained visual emotion analyzer
to obtain emotion categories and then generate captions. However,
this two-stage pipeline deals with emotion understanding only at
the category level, which is inadequate to generate rich, vivid, and
natural emotional descriptions. Recently, EVC task has attracted
interest in the community, which requires describing videos with
fine-grained emotion categories and diverse emotion words. The
two most related works for this task are [36, 43]. Wang et al. [43]
proposed a fact decoder and an emotion decoder to jointly generate
captions. Song et al. [36] utilized an attentionmechanism over video
and text both to enhance affective semantics. However, both have
the drawback as shown in Figure 1 — they lack explicit quantitative
analysis of emotion. This leads to their inability to address the
affective gap between video and emotions, and are susceptible to
the problem of adequate common words and low-frequent emotion
words in the training corpus. In this work, we investigate EVC with
explicit emotion learning in an end-to-end manner.

3 METHOD
This section describes our proposed Emotion-Prior Awareness Net-
work (EPAN) for the EVC task. As shown in Figure 2, it mainly
consists of two parts: 1) Tree-structured Emotion Learning that cap-
tures the emotion cues in the given video, as described in Sec. 3.1,
and 2) Affective Caption Generation that leverages the identified
affective prior cues to guide the emotional video captioning, as
described in Sec. 3.2. We describe how to optimize our method
by introducing three emotion-aware learning objectives, which
can effectively ensure the emotional and semantic correctness of
generated captions, as described in Sec. 3.3.

3.1 Tree-structured Emotion Learning
EVC is a challenging task that requires understanding both factual
and emotional semantics from vision simultaneously. Generally,
humans perform well on the EVC task due to their strong emotional
perceptivity. They usually first observe a video and perceive domi-
nant emotions, and then describe the visual content driven by the
aroused emotions. Inspired by this, we address emotion recognition
first, while it is still hard to discover the ambiguous and subtle

emotional cues in the video. The main technical contribution of this
work is that we propose to enhance emotional video captioning
via a tree-structured emotion learning strategy at both the catalog
level (psychological categories) and the lexical level (natural words).
Our intuition is that psychological categories have the theoretical
expertise for quantitative emotion analysis, and natural emotion
words are significantly helpful to generate human-like fluent cap-
tion sentences. The research question is how to effectively leverage
catalog-lexical emotion structure for learning emotion in videos.
Emotion Tree: As shown in the example in Figure 1, we manu-
ally build an emotion tree with 𝑀𝑐 categories and 𝑀𝑤 words to
encode catalog-lexical emotion word structure, inspired by [43].
On the emotion tree, each natural emotion word is assigned to a
psychological category, e.g., “happy and cheerful” is subordinate
to the category “joy”. A detailed description about the emotion
tree can be found in the Appendix. To achieve the emotion deliv-
ery from the catalog level to the lexical level along the tree, we
design a subordinate emotion mask, which can effectively filter
out irrelevant emotion words under the guidance of the selected
categories. The emotion mask is embedded in the end-to-end cap-
tioning framework, which will be described later. This achieves an
online cross-validation between the catalog-level and lexical-level
emotion learning based on our constructed emotion tree. In the part
of tree-structured emotion learning, both the video and emotion
tree are exploited as the input. We will describe how to prepare the
video features, and how to encode the catalog-level emotion cues
and also the lexicon-level emotion cues in the rest of this section.
3.1.1 Video Feature Preparation. First, we prepare the origi-
nal video features. The pre-trained 2D CNN [12, 34] and 3D CNN
[9, 11] networks are applied to extract the appearance feature F𝑎
and motion feature F𝑚 separately. They are concatenated into
F= [𝜙𝑎 (F𝑎);𝜙𝑚 (F𝑚)], where 𝜙𝑎 and 𝜙𝑚 are two linear layers. To
explore the relationship among successive visual features in the
video, we apply a basic transformer block [40] to further encode F
and obtain a new video feature V∈R𝑁×𝑑𝑣 , where 𝑁 is the number
of video frames/clips. The raw video features V capture the factual
semantics of objects, scenes, etc., but are insufficient to discover the
emotional cues in videos. In the following, we endeavor to obtain
emotion-discriminative video representations E using emotional
catalog encoder and emotional lexicon encoder. The two encoders
cooperate to perform tree-structured emotional learning.
3.1.2 Emotional Catalog Encoder. In this section, we use psy-
chological terminologies to determine the scope of emotion cate-
gories for the video. As shown in Figure 3, the emotional catalog
encoder consists of two types of input data, namely the video fea-
tures V and the psychological emotion catalog E𝑐 = {c𝑚}𝑀𝑐

𝑚=1, where
c𝑚 denotes the𝑚-th category such as “joy”. We extract the word
embedding of E𝑐 by GloVe [32]. Queried by video V, the evoked
emotion E′𝑐 ∈R𝑁×𝑑𝑒 are encoded as below:

E′𝑐 = TransEncoder𝑐 (V, E𝑐 ) |Q: V,{K,V}: E𝑐 . (1)

Then, we utilize the new emotion embedding E′𝑐 to predict an emo-
tion distribution P𝐸𝑐 over the emotion category set. The obtained
P𝐸𝑐 will contribute to emotional captioning in two ways. 1) We use
the P𝐸𝑐 to determine subordinate natural emotion words in the sub-
sequent lexicon, such as emotion words “happy, glad, and cheerful,

591



MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada Peipei Song et al.

Tree-structured Emotion Learning

Attention-based 
LSTM

Negative Video

Affective Caption Generation

Generated Words 

A boy was calmly
playing

Input Video

V

Emotional Catalog Encoder

V

(available in training)

Tt

E

Fe
atu

re 
Extractio

n

𝐄𝒄&𝐄𝒘

Emotional Lexicon Encoder

𝐏𝒄
𝑬 ℝ𝑴𝒄 𝐏𝒍

𝑬 ℝ𝑴𝒘

Input Video

V
V

Transformer 
Block

Linear 

Linear

Mean Pooling

Transformer 
Block

Linear 

Linear

Mean Pooling

Emotion mask A

Yt

Language Decoder

Emotion Tree

joy

delightfully
joyfully

Catalog-level Lexical-level
happily

interest

Q KV : 𝐄𝒄: V;

W
o

rd
 

Em
b

e
d

d
in

g

Semantic 
Alignment

Q : 𝐄𝒘: V; KV

or

The boy is joyfully playing a pump.

A boy was calmly playing with pump.

Hierarchical Emotion Classification Loss 

Emotional Cross-entropy Loss

Emotional Contrastive Loss

Training

𝐏𝒄
𝑬 𝐏𝒘

𝑬

A boy was 

calmly …

YtV

× penalty
Y:

𝐆𝐓:

joy joyfully

V

𝑴𝒄 𝑴𝒘

joy surprise

GT: The boy is joyfully
playing a pump.

Top-K categories

{happy, glad, cheerful,…}

∈∈

…

……

catalog level

joy

root

lexical level

Figure 2: Overview of our EPAN. It mainly consists of two parts: Tree-structured Emotion Learning and Affective Caption
Generation. We design an emotional catalog encoder to recognize psychological categories and an emotional lexicon encoder
to select natural emotion words. We retain top-𝐾 categories at the catalog level and design a subordinate mask to prevent
irrelevant emotion words at the lexical level, and consequently obtain an emotion representation E. We then exploit {V, E,T𝑡 }
to generate a caption step by step, where T𝑡 is the textual feature of partially generated sentence Y𝑡 at the 𝑡-th step. Finally,
three emotion-aware learning objectives are devised to ensure the emotional and semantic correctness of generated sentences.

Linear 

Mean Pooling

Linear

Emotion Catalog 𝐄𝒄 & Lexicon 𝐄𝒘

×( )

QK⊺

V

Transformer Block

Emotion Mask A

{happy, glad, cheerful,…}

Catalog-level Distribution Lexical-level Distribution

Top-K Categories:

Emotion Representation

Emotion Subordination: 
joy

hap
py
glad
che

erfu
l
…

… …

… …

joy

happily

Transformer
Block

⊙

Value = 1 Value = 0

joyfully

(a) Emotional Catalog Encoder (b) Emotional Lexicon Encoder

E

𝐏𝒄𝑬 𝐏𝒘𝑬

Linear 

Mean Pooling

Linear

Input Video Features V

1. joy
2. ecstatic
3. amaze
4. ...

Q KV : 𝐄𝒄	: V;
Q KV : 𝐄𝒘	: V;

𝐄𝒄$ 	

Figure 3: Illustration of the subordinate emotion mask mech-
anism. Firstly, we select top-𝐾 emotion categories from the
catalog-level prediction. Based on the tree-structured subor-
dination, the mask of irrelevant natural emotion words is set
to zero. In other words, the mask variable A is used to shield
irrelevant emotion words in emotion learning.

etc.” under the category “joy”. 2) Based on P𝐸𝑐 , we design a hierar-
chical emotion classification loss L𝐸

𝑐𝑙𝑠
detailed in Sec. 3.3. Formally,

P𝐸𝑐 is obtained by mean pooling and linear mapping operations:

P𝐸𝑐 = 𝜙2𝑐

(
MeanPool

(
𝜙1𝑐 (E′𝑐 )

) )
∈ R𝑀𝑐 , (2)

where 𝜙1𝑐 and 𝜙2𝑐 are two linear layers.
3.1.3 Emotional Lexicon Encoder. In this part, we pay more
attention to natural emotion words at the lexical level. We utilize
the P𝐸𝑐 as a categorical guidance to select relevant emotion words
from an emotion lexicon E𝑤 . This means that under the professional
judgment of psychological classification, irrelevant emotion words
do not participate in lexical-level emotion encoding. Here is E𝑤 =

{e𝑚}𝑀𝑤

𝑚=1, where e𝑚 denotes the𝑚-th natural emotion word, such
as “happy”. To achieve the goal of effective emotion learning, we
consider only the top-𝐾 emotion categories in P𝐸𝑐 , and construct a
subordinate emotion mask A = [a𝑚] ∈R𝑁×𝑀𝑤 as formulated in Eq.
(3). If an emotion word e𝑚 belongs to the top-𝐾 emotion categories

(symbolized as ∝), the mask value in a𝑚 is set to 1, otherwise 0.

A = [a𝑚] ∈ R𝑁×𝑀𝑤 , 𝑚 ∈ [1, 𝑀𝑤],

𝑠 .𝑡 . a𝑚 =

{
1𝑁 , e𝑚 ∝ top-𝐾 (P𝐸𝑐 ),
0𝑁 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(3)

where 1𝑁 and 0𝑁 denote all-one and all-zero vectors of size 𝑁 ,
respectively. Then, we impose themaskA onto videoV and emotion
lexicon E𝑤 through a transformer block, and obtain the emotion
representation E ∈R𝑁×𝑑𝑒 as follows:

E=TransEncoder𝑤 (V, E𝑤 ,mask=A) |Q: V,{K,V}: E𝑤 . (4)

Based on E, we obtain the lexical-level emotion distribution P𝐸𝑤 as
below. Similar to P𝐸𝑐 , the P𝐸𝑤 is also used in the design of loss L𝐸

𝑐𝑙𝑠
(in Sec. 3.3) for hierarchical emotion learning optimization.

P𝐸𝑤 = 𝜙2𝑤

(
MeanPool

(
𝜙1𝑤 (E)

) )
∈ R𝑀𝑤 , (5)

where 𝜙1𝑤 and 𝜙2𝑤 are two linear layers.

3.2 Affective Caption Generation
Apart from the emotional cues, previously generated words are
also help predict the next word. We enforce visual-textual semantic
alignment for caption generation step by step. At the 𝑡-th decoding
step, we obtain the visually correlated text feature T𝑡 as follows.
• We encode the partially generated caption and obtain the textual
features W(𝑡 ) ∈ R𝑡×𝑑𝑤 through GloVe and transformer block.

• Given the video features V ∈ R𝑁×𝑑𝑣 and the caption features
W(𝑡 ) , we calculate the relevance between visual feature v𝑖 and
textual feature w(𝑡 )

𝑗
in each pair.

• The relevance scores are normalized to align all the generated
words onto each visual feature and obtain visually correlated text
feature T𝑡 ∈R𝑁×𝑑𝑤 .

T𝑡 =
{∑︁𝑡

𝑗=1
softmax(𝑟 (𝑡 )

𝑖, 𝑗
)w(𝑡 )

𝑗

}𝑁
𝑖=1

,

𝑠 .𝑡 . 𝑟
(𝑡 )
𝑖, 𝑗

= u⊤𝑟 tanh(U𝑟v𝑖+H𝑟w
(𝑡 )
𝑗

+b𝑟 ),
(6)

where u𝑟 , U𝑟 , H𝑟 , and b𝑟 are learnable parameters.
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With sufficient semanticsV, E, andT𝑡 , we use a standard attention-
based LSTM to generate the caption sentence step by step. At
the decoding step 𝑡 , we combine all the sufficient semantics as
C𝑡 = [V; E;T𝑡 ] ∈R𝑁×(𝑑𝑣+𝑑𝑒+𝑑𝑤 ) and summarize C𝑡 into a vector z𝑡
for visual, textual, and emotional context aggregation.

z𝑡 =
∑︁𝑁

𝑖=1
𝑔𝑖,𝑡 c𝑖,𝑡 ∈R(𝑑𝑣+𝑑𝑒+𝑑𝑤 ) ,

𝑠 .𝑡 . 𝑔𝑖,𝑡 =softmax
(
u⊤𝑔 tanh(U𝑔h𝑡−1+H𝑔c𝑖,𝑡 +b𝑔)

)
,

(7)

where c𝑖,𝑡 denotes the 𝑖-th feature in C𝑡 ; u𝑔 , U𝑔 , H𝑔 , and b𝑔 are
learnable parameters. By using LSTM, we obtain the probability
distribution of the next word y𝑡+1 as follows:{h𝑡+1 = LSTM ( [z𝑡 ; y𝑡 ], h𝑡 ) ;

P(y𝑡+1) = U𝑝h𝑡+1 + b𝑝 ,
(8)

where U𝑝 and b𝑝 are learnable parameters.

3.3 Training
To ensure both the emotional and semantic correctness of the gen-
erated captions, we devise three emotion-aware learning objectives
from the perspectives of emotional captioning, hierarchical emotion
classification, and emotional contrastive learning, respectively.
3.3.1 Emotional Cross-entropy Loss. Cross-entropy loss [24,
46] is a fundamental learning objective for video captioning. Exist-
ing EVC works [36, 43] directly adopt the traditional cross-entropy
loss [58], having weakness in generating low-frequency but mean-
ingful emotion words in the corpus. In this work, we propose a
customized cross-entropy loss L𝐸

𝑐𝑒 considering the prominence of
emotional semantics. We introduce a penalty term on the emotion
lexicon and the L𝐸

𝑐𝑒 is defined as follows.

L𝐸
𝑐𝑒 = − (1 + 𝛼 𝑓 (y𝑡 ))

∑︁
𝑡

𝑙𝑜𝑔P(y𝑡 ),

𝑠 .𝑡 . 𝑓 (y𝑡 ) =
{
1, 𝑖 𝑓 y𝑡 ∈ E𝑤 ,
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(9)

where 𝛼 is a penalty coefficient that controls the cross-entropy
benefit on emotion words while y𝑡 ∈ E𝑤 .
3.3.2 Hierarchical Emotion Classification Loss. As stated in
Sec. 3.1, tree-structured emotion learning is a crucial technical con-
tribution in our work. Correspondingly, we propose a hierarchical
optimization on emotion classification. Based on the emotional
catalog and lexicon encoders, we obtain the emotion distributions
P𝐸𝑐 at catalog level (Eq. 2) and P𝐸𝑤 at lexical level (Eq. 5), respec-
tively. Thus, we build a hierarchical emotional classification loss
L𝐸
𝑐𝑙𝑠

. The L𝐸
𝑐𝑙𝑠

requires the model to predict the probabilities of the
correct psychological category and correct emotion word as high
as possible. The whole process is formulated as follows:

L𝐸
𝑐𝑙𝑠

= −
∑︁

𝑥 ∈Ŷ∩E𝑐

𝑙𝑜𝑔P𝐸𝑐 (𝑥) −
∑︁

𝑥 ∈Ŷ∩E𝑤

𝑙𝑜𝑔P𝐸𝑤 (𝑥), (10)

where 𝑥 denotes the emotion word or category contained in the
ground-truth caption Ŷ. P𝐸𝑐 (𝑥) and P𝐸𝑤 (𝑥) represent the predicted
probability of token 𝑥 in P𝐸𝑐 and P𝐸𝑤 , respectively.
3.3.3 Emotional Contrastive Loss. In this part, we focus on
semantic emotion verification. To be specific, we select emotionally
positive and negative video-caption pairs for contrastive learning
[53, 55]. For a generated caption, we take the input video as the

positive sample and choose a video with a different emotion cate-
gory in the training batch as the negative sample. We maximize
the semantic relevance of the positive video-caption pair while
minimizing that of the negative pair. For instance, a caption with
“joy” emotion is close to its paired video with the same emotion,
but far away from a video with “amaze” emotion. In this way, the
captioning model is encouraged to better capture the underlying
emotional relationship between the video and the caption.

As the decoding process is implemented step by step, we devise
a contrastive learning objective along the timeline. Given video fea-
tures V and its generated caption featuresW(𝑡 ) at the 𝑡-th decoding
step, we calculate the positive relevance score 𝑟 (𝑡 )

𝑖, 𝑗
between textual

caption feature and visual feature of the given video in Eq. (6). In
the same way, we obtain the negative relevance score 𝑟 (𝑡 )

𝑖, 𝑗
between

textual caption feature and visual feature of a negative video. The
emotional contrastive loss is formulated as follows:

L𝐸
𝑐𝑡𝑟 = −𝑙𝑜𝑔[𝜎 (

∑︁
𝑡

∑︁
𝑖, 𝑗

𝑟
(𝑡 )
𝑖, 𝑗

)] − 𝑙𝑜𝑔[1 − 𝜎 (
∑︁
𝑡

∑︁
𝑖, 𝑗

𝑟
(𝑡 )
𝑖, 𝑗

)], (11)

where 𝜎 (·) is a sigmoid function.
At last, our model can be trained end-to-end by minimizing the

weighted sum of all losses:

L = _𝑐𝑒L𝐸
𝑐𝑒 + _𝑐𝑙𝑠L𝐸

𝑐𝑙𝑠
+ _𝑐𝑡𝑟L𝐸

𝑐𝑡𝑟 . (12)

where _𝑐𝑒 , _𝑐𝑙𝑠 , and _𝑐𝑡𝑟 are three hyper-parameters.

4 EXPERIMENT
In this section, we quantitatively and qualitatively conduct exten-
sive experiments to answer the following research questions: R1:
Can the EPAN effectively improve the performance of existingmeth-
ods to reach SOTA level? (w.r.t. Table 1) R2: Can tree-structured
emotion learning effectively extract emotional cues from videos
and improve the caption quality? (w.r.t. Table 2, Figure 4, Figure 5,
and Figure 6) R3:Will the three emotion-aware learning objectives
benefit the model? (w.r.t. Table 2 and Figure 8) R4: Can EPAN gen-
erate semantically and emotionally correct video captions? (w.r.t.
Figure 7)R5:How is the generalization performance of EPANwhen
extended to images? (w.r.t. Table 4)

4.1 Experimental Setup
Dataset.We experiment on three available emotional video-caption
benchmarks, i.e., EVC-MSVD [3], EVC-VE [16], and EVC-Combined [43].
EVC-MSVD contains 374 videos from the typical caption dataset
MSVD [3]. Each video has about 40 emotional captions. The EVC-
MSVD is divided into 240/134 videos for training/testing, respec-
tively. EVC-VE contains 1,523 videos from the emotion classifi-
cation dataset VideoEmotion-8 [16]. Each video has around 17
emotional captions. The EVC-VE is divided into 1141/382 videos for
training/testing, respectively. Compared with EVC-MSVD, EVC-VE
contains longer videos (average 27s vs. 10s per video) and anno-
tations (average 13 vs. 7 tokens per caption). EVC-Combined
dataset is the combination of EVC-MSVD and EVC-VE. It contains
1,381 videos for training and 516 videos for testing. Since the EVC-
Combined dataset covers more scenarios, we pay more attention to
the evaluation on this dataset. Besides, SentiCap [27] is a public
emotional image captioning dataset without emotion polarity label.

593



MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada Peipei Song et al.

Table 1: Performance comparison of emotion, semantic, and hybrid evaluations on EVC-MSVD, EVC-VE, and EVC-Combined.

Emotion Semantic HybridFeatures Methods Acc𝑠𝑤 Acc𝑐 BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE CIDEr BFS CFS
EVC-MSVD

R152
FT [43] 69.4 67.1 77.2 60.3 47.4 36.3 29.0 63.4 62.5 52.5 63.7

CANet [36] 69.6 66.4 78.0 62.1 50.0 38.6 29.8 63.5 63.3 54.1 64.2
EPAN 79.0 76.1 80.4 64.7 53.0 43.1 32.0 66.4 69.8 58.8 71.4

R101+RN CANet [36] 78.7 76.8 78.5 64.0 52.1 41.8 30.8 65.7 74.4 57.9 75.1
EPAN 84.4 82.8 79.8 65.8 53.5 41.9 33.0 66.8 75.7 59.9 77.3

CLIP SA-LSTM† [41] 68.8 67.2 80.7 67.9 56.3 45.5 33.0 68.2 72.1 59.0 71.3
EPAN 84.1 82.8 82.5 69.6 57.8 46.2 34.4 69.8 80.6 63.1 81.1

EVC-VE

R152 CANet† [36] 42.5 40.2 66.0 44.6 29.1 18.8 17.7 37.7 23.9 33.7 27.4
EPAN 47.5 45.8 68.4 46.8 31.2 20.8 18.7 38.9 26.4 36.5 30.4

R101+RN CANet† [36] 41.9 39.7 66.9 44.8 29.3 19.3 18.2 37.9 23.3 33.9 26.8
EPAN 49.3 47.9 67.7 45.9 30.9 21.1 18.5 38.3 24.8 36.6 29.5

CLIP SA-LSTM† [41] 48.6 47.1 71.0 51.1 34.5 22.5 19.6 40.7 30.2 38.9 33.7
EPAN 63.8 62.3 73.6 54.0 38.3 27.0 21.2 42.3 34.7 45.0 40.4

EVC-Combined

R152 FT [43] 51.2 49.6 67.6 47.2 32.0 21.6 20.4 43.1 29.0 37.6 33.3
EPAN 53.3 51.5 68.0 47.4 32.1 21.5 19.7 42.8 31.3 38.1 35.5

R101+RN CANet [36] 53.7 52.7 68.1 47.7 32.9 22.5 19.7 43.7 34.5 38.8 38.2
EPAN 60.3 59.7 70.7 50.7 35.4 24.5 20.8 46.0 36.9 42.1 41.6

CLIP SA-LSTM† [41] 53.4 50.7 70.6 51.4 36.7 25.4 21.0 45.9 38.8 41.2 41.5
EPAN 69.3 67.2 74.4 55.6 39.9 28.0 23.0 47.1 43.0 47.0 48.0

† reconstructed results. R, RN and CLIP indicate using ResNet [12], 3D-ResNext-101 [11] and CLIP [34] for visual feature extraction, respectively.

We annotate it manually and perform experiments on it to discuss
the versatility of the model.
Evaluation Metrics. To measure the factual semantics of gener-
ated captions, we use the widely-used metrics [8, 37, 42] of BLEU,
METEOR, ROUGE, and CIDEr, abbreviated to B, M, R, and C,
respectively. Following the convention [36, 43], we also consider
the emotion evaluation with the metrics of emotion word accuracy
Acc𝒔𝒘 and emotion sentence accuracy Acc𝒄 . Moreover, there are
two hybrid metrics BFS and CFS [43] that combine the emotion
evaluation with BLEU and CIDEr metrics, respectively.
Implementation Details. Each video is uniformly sampled into
𝑁 = 30 keyframes and segments [54, 56, 70]. For fair comparison
[36, 43], we extract appearance features using ResNet-101 [21]
or ResNet-152 [4, 12] and motion features using 3D-ResNext-101
[5, 11]. Besides, we test the model with the modern CLIP features
[34]. About text captions, each sentence is tokenized and truncated
into 15 words. We convert all the words into lowercase and remove
punctuations. As for emotion learning, there are𝑀𝑐 = 34 emotion
categories and𝑀𝑤 = 179 emotion words as in [43]. Both the text cap-
tion and emotion word embeddings are initialized by using GloVe
[7, 20, 32]. In our work, the feature dimension is set to 𝑑𝑣 = 𝑑𝑤 = 𝑑𝑒
= 300. Finally, for caption generation, we build a vocabulary that
contains all words in the training corpus and emotion lexicon. The
vocabulary sizes for the EVC-MSVD, EVC-VE, and EVC-Combined
datasets are 9,637, 13,980, and 14,034, respectively.

For model implementation, we take the Transformer [10, 40, 60]
as our encoder backbone. We set the layer number and the multi-
head number to 1 and 1 for both video and text feature preparation,
and set them to 4 and 4 for hierarchical emotion encoding (including

both catalog and lexicon encoders). The hidden size of the LSTM-
based caption decoder is set to 𝑑ℎ = 512. Empirically, we set _𝑐𝑒 ,
_𝑐𝑙𝑠 , and _𝑐𝑡𝑟 to 1, 0.2 and 0.2, respectively. The penalty coefficient
is set to 𝛼 = 0.1. We set the optimal 𝑡𝑜𝑝𝐾 = 1 in the following
experiments (please see the detailed ablation of different 𝑡𝑜𝑝𝐾 in
Appendix Table A1). Following the setup in [43], the decoder is
initialized on MSVD [3]. For training, we adopt the Adam optimizer
[6, 71] with a learning rate of 7e-4, and the batch size is set to 128.
During testing, we use beam search with size 5 to generate captions.

4.2 Main Comparison
R1: Comparison with State-of-the-Art Methods. In Table 1, we
present the comparison of EPAN and existing methods on the three
EVC datasets. We have the following observations:
• Our method achieves the best performances on emotion met-
rics Acc𝑠𝑤 and Acc𝑐 across the three datasets. For instance, on
the EVC-MSVD dataset, the proposed EPAN brings remarkable
Acc𝑠𝑤/Acc𝑐 improvements, i.e., +13.8%/+13.4% improvements
over FT [43] and +13.5%/+14.6% improvements over CANet [36].

• Our model also significantly improves the semantic metrics of
SOTA methods. On the three datasets, EPAN outperforms FT
[43] and CANet [36] by a large margin on almost all metrics.
One exception is that on the EVC-Combined dataset, EPAN per-
forms better than FT [43] on BLEU-1∼3 and CIDEr while slightly
worse on BLEU-4, METEOR, and ROUGE. It may be because our
explicit emotional learning on the emotion tree enables diverse
descriptions that are not limited to ground truth.

• Furthermore, we investigate the potential of EPAN by using the
modern CLIP features [34]. As shown in Table 1, EPAN sets
a new record for state-of-the-art performances, reporting 81.1,
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Table 2: Ablation studies of the tree-structured emotion learn-
ing (TEL) and losses on the EVC-Combined dataset.

Method Acc𝑠𝑤 Acc𝑐 B-1 B-2 B-3 B-4 M R C BFS CFS
w/o TEL 57.2 54.8 71.8 53.0 37.8 26.0 22.0 46.8 40.6 42.8 43.7
w/ catalog 59.9 57.5 73.0 54.6 39.2 28.0 22.6 47.0 41.5 44.7 44.9
w/ lexicon 61.4 59.5 73.8 54.9 39.6 27.9 22.4 47.0 42.6 45.2 46.2
w/ L𝑐𝑒 61.8 60.5 73.1 54.3 39.0 27.6 22.5 46.7 42.5 45.0 46.2
w/o L𝐸

𝑐𝑙𝑠
62.2 60.2 73.5 54.2 38.8 27.6 22.6 47.0 41.3 44.9 45.3

w/o L𝐸
𝑐𝑡𝑟 63.5 61.2 72.6 53.3 38.2 27.2 22.6 46.7 41.7 44.7 45.8

w/ L𝑐𝑡𝑟 68.3 66.8 73.7 54.9 39.5 27.8 22.6 47.3 41.7 46.6 46.8
EPAN 69.3 67.2 74.4 55.6 39.9 28.0 23.0 47.1 43.0 47.0 48.0

(a) w/o TEL (b) w/ catalog

(d) EPAN(c) w/ lexicon

Anticipation DisgustFear JoySadnessSurpriseTrust Anger

Surprise
Sadness

Trust
Anticipation

Joy

Fear

Anger

Disgust

Figure 4: The t-SNE embedding of emotion representation E
on the EVC-VE test set [43], in which all videos are collected
from the emotion classification dataset VideoEmotion-8 [16].

40.4, and 48.0 on hybrid metric CFS on the three datasets, re-
spectively. We reconstruct a classical framework SA-LSTM [41]
with CLIP features as a comparison baseline for fair experiments.
By comparison, despite using the same CLIP features, the CFS
of SA-LSTM [41] just achieves 71.3, 33.7, and 41.5 on the three
datasets, respectively.

4.3 Ablation Studies
R2: Tree-structured Emotion Learning. As shown in Table 2
(top block), we investigate the effect of the tree-structured emotion
learning module by comparing the models of “w/o TEL” (i.e., remov-
ing the tree-structured emotion learning module), “w/ catalog” (i.e.,
only using catalog-level emotion learning module), “w/ lexicon”
(i.e., only using lexical-level emotion learning module), and full
EPAN. The experimental results show that the emotional hints are
indeed favorable for emotional captioning. The baseline “w/o TEL”
reports the worst performance. Compared to “w/o TEL”, either “w/
catalog” or “w/ lexicon” facilitate the performance improvement
obviously. The full EPAN achieves the best results on both semantic
and emotional metrics, such as that the Acc𝑠𝑤 and CIDEr values
reach 69.3 and 43.0, respectively.

We further qualitatively discuss the effect of tree-structured
emotion learning from three aspects as below. 1) t-SNE embed-
ding of emotion representation. Our approach learns an emotion-
discriminative video representation E as emotion priors to guide
the caption generation. In Figure 4, we display the t-SNE embedding

Lexical-level

pretty
afraid cheerful surprise

horrible

GT: the man is dancing happily.

w/ lexicon: a man is talking with a man in the stage.

EPAN: the man and the man are dancing happily in the room.

Input video

EPAN
w/ lexicon

(a) Emotion distribution of w/ Lexicon

𝑴𝒘 

(c) Subordinate emotion mask of EPAN
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(d) Lexical distribution of EPAN

(b) Catalog distribution of EPAN

category guide

Figure 5: Example of emotional mask mechanism. Guided by
the catalog-level “joy”, EPAN focuses on the closely relevant
natural words and predicts the correct emotion word.

76.7%

23.3%
76.9%

23.1%
88.9%

10.9%

Accuracy
Error Rate

Accuracy
Error Rate

[0.5,1)

62.5%

[0.4,0.5]

(0,0.4]
24.2%

13.3%

Error word-GT in Similarity

Catalog-level→Lexicon-level Category Accuracy

Catalog-level 

Lexicon-level 

0.4%

99.6%

Figure 6: Emotion category accuracy at catalog level and
lexical level. The histograms show the accuracy rate from
the catalog level to the lexical level.

of E on EVC-VE test set. For “w/o TEL” in Figure 4 (a), the videos
with various emotion categories are mixed up and can not distin-
guish each other. By introducing either catalog-level or lexical-level
emotion learning into the model, the videos with the same emotion
category get together as shown in Figures 4 (b) and (c). The most
obvious emotion clustering happens on the full EPAN in Figure 4 (d).
2) Role of subordinate emotion mask. The subordinate emotion
mask is to shield irrelevant emotion words along the emotion tree.
As shown in Figure 5 (a), the model without emotion mask (i.e., w/
lexicon) performs the confusing emotion perception. As shown in
Figure 5 (b∼d), EPAN focuses on the closely relevant natural words
guided by the catalog-level “joy”, and finally generates the cor-
rect emotion word. 3) Catalog- & lexical-level emotion category
accuracy. As shown in Figure 6, with the catalog-level emotion
learning, the emotion category accuracy achieves 76.9%, where
the 76.9% effectively guides the subsequent lexical-level learning,
and the emotion category accuracy up to 99.6%. Even 23.1% videos
are misclassified at the catalog level, of which 10.9% samples are
corrected during lexical-level classification. In the final incorrect
emotion categories, we find that 62.5% of them have more than 50%
semantic similarity (by using the similarity measurement in [30])
with the ground-truth labels, such as “ecstatic” and “joy”.
R3: Emotion-aware Optimization Objectives. From Table 2
(bottom block), we observe that the absence of each loss leads to
performance degradation. 1) By replacing L𝐸

𝑐𝑒 with the traditional
cross-entropy loss [58] (denoted as w/ L𝑐𝑒 ), the Acc𝑠𝑤 drops from
69.3 to 61.8. The penalization term inL𝐸

𝑐𝑒 ensures sufficient training
for those few but meaningful emotion words in the corpus. 2) If re-
moveL𝐸

𝑐𝑙𝑠
, the emotion distributions P𝐸𝑐 and P𝐸𝑤 are not constrained,

thereby resulting in a large performance drop, e.g., the Acc𝑐 drops
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anticipation
expectedCatalog-level Lexical-level Catalog-level Lexical-levelsadness sad

grief sorrowful

sadly
sadnessgriefexpectantly

GT: a baby expects the glass to be close to his mouth.
CANet: the little baby was surprised when his father gave her a gift to her. 
w/o TEL: the little baby was surprised by his father.

EPAN: a little baby is expected to drink the water in his fathers hand.

GT: the woman was in sorrow when the man had to leave her. 
CANet: the video shows us some pictures of a beautiful girl. 
w/o TEL: it is a sad video about the girl and the girl is sad.

EPAN: it is a sad video about the woman in a deep sorrow.

(b)(a)

Figure 7: Affective captioning results from CANet [36], w/o TEL (i.e., removing tree-structured emotion learning module), and
EPAN models. Correct emotion words are marked in blue font, while the red font denotes the wrong emotion words.

Input Video V

GT: baby is crying sadly and 
wants to get something he like.

GT: a man surprised his girlfriend 
with a proposal on the street.

GT: wonderful people gave a man a 
surprise and the man was surprised.

w/o L𝒄𝒕𝒓
𝑬 for Video V : a group of people are

angry with the man in the room.
EPAN for Video V : the man was surprised by 
the sudden appearance of his friends.

Y YY Y

0.99 0.01 0.87 0.13 0.79 0.21 0.55 0.45

(a) (b)

V V− V+V V V− V+V

Video V− with a diff. emotion     Video V+ with the same emotion 

Figure 8: Visualization of the video-caption relevance com-
puted by EPAN andw/oL𝐸

𝑐𝑡𝑟 . Y denotes the generated caption
for input video V by EPAN or w/o L𝐸

𝑐𝑡𝑟 .

from 67.2 to 60.2. 3) As for the contrastive loss L𝐸
𝑐𝑡𝑟 , it enforces

the semantic relevance of emotionally positive video-caption pairs
to be much greater than negative ones. The model without L𝐸

𝑐𝑡𝑟

shows obvious performance drop, e.g., reducing Acc𝑠𝑤 /BLEU-1 by
8.4%/2.4%, respectively. 4) Besides, we study the contrastive strategy
of L𝐸

𝑐𝑡𝑟 . Our emotional contrastive strategy performs much better
than using the random contrastive strategy (denoted as w/ L𝑐𝑡𝑟 ),
e.g., lifting the CIDEr from 41.7 to 43.0 and the emotion accuracy
Acc𝑠𝑤 /Acc𝑐 from 68.3/66.8 to 69.3/67.2, respectively.

In Figure 8, we show three videos {V,V+,V−} sampled by our
emotional contrastive strategy, where V and V+ are annotated with
the same emotion “surprise” and V− is annotated with a different
emotion “sadness”. For video V, we obtain the generated caption Y
by using EPAN or w/o L𝐸

𝑐𝑡𝑟 . Next, we calculate the relevance scores
of Ywith V, V−, and V+ by using Eq. (6), respectively. We normalize
the sum of relevance scores for each two comparable video-caption
pairs. As shown in Figure 8, there are two clear observations: 1) the
contrastive effect of {V,V−} (0.99/0.01) is much more obvious than
{V,V+} (0.87/0.13) by using EPAN; 2) without L𝐸

𝑐𝑡𝑟 , the contrastive
effect of w/o L𝐸

𝑐𝑡𝑟 becomes less than the EPAN, either in the case
{V,V−} (0.79/0.21) or {V,V−} (0.55/0.45).
R4: Emotional Video Caption Results. To qualitatively illustrate
the advantages of our method, Figure 7 visualizes some caption
results from CANet [36], “w/o TEL”, and EPAN. In Figure 7 (a), both
CANet and “w/o TEL” predict incorrect emotion words, while our
EPAN predicts the correct ones (i.e., “surprised vs. expected”). In
Figure 7 (b), although all the approaches perform well, our model
gives richer and more accurate emotions words “sad” and “sorrow”.

Table 3: Performance comparison for emotional image cap-
tioning on SentiCap dataset.

Method Acc𝑠𝑤 Acc𝑐 B-1 B-2 B-3 B-4 M R C BFS CFS
SA-LSTM† [41] 83.4 83.4 43.3 24.7 14.0 7.9 13.9 34.2 34.8 30.0 44.5
CANet† [36] 84.5 84.5 45.5 26.1 15.2 9.1 14.8 35.3 42.1 31.3 50.6
w/o TEL 84.5 84.3 44.9 25.2 14.2 8.0 15.0 34.2 42.7 30.5 51.0
w/ catalog 85.4 85.2 46.0 26.7 15.6 8.9 15.1 35.2 44.1 31.6 52.3
w/ lexicon 84.9 84.6 45.5 26.2 14.9 8.4 15.0 35.1 44.5 31.0 52.5
EPAN 86.1 86.1 48.6 28.6 16.7 9.5 15.8 37.0 47.4 32.7 55.2

In our experiment, the images in SentiCap are labeled with emotion polarity.

Anyway, the catalog-level and lexical-level emotion distributions
learned by our method are consistent with the captions for each
sample. We provide more visualization samples in the appendix.

4.4 Emotional Image Captioning
R5: Generalization Performance on Images. To further eval-
uate the versatility of the proposed EPAN framework, we extend
the EPAN to the emotional image captioning task by using the
polarity-labeled SentiCap dataset. SentiCap refers to image cap-
tioning with positive/negative emotion polarity. Table 3 reports
the experimental results. Compared to CANet [36] and SA-LSTM
[41], our method obtains the best performance in both semantic
and emotion metrics, demonstrating great versatility. From the re-
sults of the ablation models, we observe the same conclusion as in
Table 2: acquiring emotion priors via catalog-level and lexical-level
emotional learning effectively improves the caption performance,
especially the sentiment consistency (w.r.t. Acc𝑠𝑤 and Acc𝑐 ). This
further indicates the effectiveness of our method.

5 CONCLUSION
This paper presents a novel Emotion-Prior Awareness Network
(EPAN) for emotional video captioning, in which the video emotions
are first recognized and then used to guide the caption generation.
The EPAN leverages the merits of both psychological categories
and daily natural words for emotion understanding. Specifically, it
performs a tree-structured emotion learning, and introduces a sub-
ordinate emotion mask into an end-to-end captioning framework.
In addition, three emotion-aware losses are specifically designed
for this task. Extensive experiments demonstrate the effectiveness
of our method against the state-of-the-art methods on three bench-
mark datasets, for both emotional and semantic evaluations.
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A APPENDIX
A.1 Additional Experimental Results
A.1.1 Effect of Different top-𝐾 . In Table 4, we test the effect of dif-
ferent top-𝐾 . “All” denotes the setup of considering all𝑀𝑐 emotion
categories. We observe that the best performance is achieved at 𝐾
= 1, where Acc𝑠𝑤 and Acc𝑐 reach 69.3 and 67.2, respectively. In this
case, 𝐾 = 1 is strict and exclusive, and the emotion representation
E is not expected to be disturbed by the other emotions. From the
results in Table 4, the cases of𝐾 >1 bring some irrelevant emotional
noises. This seems that a dominant emotion benefits describing the
video more accurately.

A.1.2 Reliability of Two-level Emotion Learning. Emotion Recog-
nition Accuracy. With the catalog- and lexical-level emotion dis-
tributions predicted by “w/ catalog”, “w/ lexicon”, and the full EPAN,
we calculate the classification accuracy at 𝑀𝑐 = 34 categories, re-
spectively. As shown in Table 5, compared with “w/ catalog”, the
emotion category accuracy of EPAN is higher. This indicates that
lexical-level learning under category guidance can inversely pro-
mote category-level learning. Besides, the Top-1 category accuracy
of the P𝐸𝑤 predicted by EPAN is higher than that by “w/ lexicon”,
while Top-3 and Top-5 emotion accuracy is lower. A possible reason
is that we adopt 𝐾 = 1 category filtration in hierarchical emotion
learning, making the model focus more on accurate predictions of
Top-1 emotion.

In addition, we test the classification accuracy over 𝑀𝑐 = 34
categories and𝑀𝑤 = 179 emotion words, respectively. Under a fair
experimental setting, we reproduce a video emotion recognition
method VAANet [66] for comparison. As shown in Table 6, our
EPAN consistently outperforms VAANet [66] at both emotion levels.
The results further demonstrate the reliability of our tree-structured
emotion learning.

Challenging Emotion Recognition Examples. Figure 9 dis-
plays four challenging examples with compound emotion responses.
In these complex cases, emotion perception is easily misled by con-
fusing vision (e.g., Figures 9 (a)∼(b)), and the emotions are some-
times contradictive (e.g., Figure 9 (c)) or indistinguishable (e.g.,
Figure 9 (d)). We visualize the emotion distributions predicted by
EPAN and by “w/ catalog” and “w/ lexicon” that perform only
one-level emotion learning.

Taking Figure 9 (a) as an example, the fact that a man quickly
drinks a bottle is amazing, but the vision of drinking a bottle is
strange and disgusting. Both “w/ catalog” and “w/ lexical” predict
the wrong emotion “disgusting”. And our EPAN accurately recog-
nizes the proper emotion of “surprise” and “amazing” at catalog-
level and lexical-level emotion learning. To summarize, for caption
generation, we better determine the dominant emotions to describe
the videos. All the samples in Figure 9 show the robustness and
interpretability of EPAN to achieve this goal. The effectiveness of
EPAN is attributed to the subordination relation between catalog-
level and lexical-level, which strongly constrains the emotional
semantics consistency.

A.2 Model Complexity
In this work, all experiments are conducted using an NVIDIA
GeForce RTX 2080 Ti GPU. We used PyTorch framework for devel-
opment. As shown in Table 7, the model sizes of CANet [36] and our

EPAN are 54.86MB and 67.11MB, the training speeds are 8.9ms and
9.4ms per video, and the inference speeds are 5.7ms and 6.0ms per
video, respectively. Both models converge within 30 epochs. With
comparable computational complexity, our EPAN achieves better
performance, e.g., CFS increases by 10% compared with CANet [36]
on the EVC-VE dataset.

Table 4: Ablation studies of top-𝐾 emotion categories on the
EVC-Combined test dataset.

top-𝐾 Acc𝑠𝑤 Acc𝑐 B-1 B-2 B-3 B-4 M R C BFS CFS
1 69.3 67.2 74.4 55.6 39.9 28.0 23.0 47.1 43.0 47.0 48.0
5 64.9 63.6 73.0 53.6 38.3 26.9 22.8 47.1 40.2 45.1 45.0
10 64.4 63.2 73.7 54.4 39.1 27.7 22.3 47.0 42.2 45.6 46.5
20 63.6 61.4 74.0 54.7 39.0 27.1 22.2 47.2 41.5 45.2 45.7
All 62.6 60.4 73.7 54.6 39.2 27.7 22.3 47.2 43.4 45.2 47.0

Table 5: Emotion recognition accuracy of catalog- and lexical-
level distributions on the EVC-Combined set.

Method Distribution Top-1 Acc Top-3 Acc Top-5 Acc
w/ catalog

P𝐸𝑐
75.2% 89.0% 94.2%

EPAN 76.9% 90.5% 94.8%
w/ lexicon

P𝐸𝑤
75.2% 85.1% 89.1%

EPAN 76.7% 81.2% 83.5%

Table 6: Comparison with video emotion recognitionmethod
on the EVC-Combined set.

Emotion Level Method Top-1 Acc Top-3 Acc Top-5 Acc

Catalog-level VAANet* [66] 53.9% 86.0% 90.1%
EPAN 76.9% 90.5% 94.8%

Lexical-level VAANet* [66] 44.6% 64.9% 78.5%
EPAN 66.1% 77.5% 80.8%

* For a fair comparison, we reproduce the VAANet [66] by removing the audio branch
and adopting the same feature.

Table 7: Analysis of speed and model complexity on the EVC-
VE dataset.

Method CFS Speed SizeTraining Testing
CANet* [36] 26.8 8.9ms/video 5.7ms/video 54.86MB

EPAN 29.5 9.4ms/video 6.0ms/video 67.11MB
* indicates our re-implementation.

A.3 Emotion Tree
Figure 10 elaborates on the emotion tree used in this work. Con-
cretely, the catalog level contains 34 emotion categories and the
lexical level contains 179 natural emotion words as in [43].

Actually, 179 natural emotionwords have been already annotated
with each corresponding emotion category label by Wang et al.
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interest

disgust

disgusting

GT1: a young man surprisingly drank a bottle of water in a flash.
GT2: a boy drank a bottle of water in one second it was amazing.
GT3: Astonishedly the man should drink a bottle of water in a mouth.

𝑴𝒄

EPAN: it is amazing that a man can put a bottle of water in his mouth.

w/ lexicon: a man is making a kind of 
disgusting things.

surprise

interestamaze

amazingly surprised
bored

amazing

w/ catalog: a man is showing his finger 
in his hand which looks very disgusting.

disgust trust

(a)

Catalog-level Lexical-level

GT1: it is an introduction about a desert shop which is full of anticipation.
GT2: the happy woman is doing candy covered apple hopefully to eat.
GT3: the procedure of making a lollipop is showed which seems so expectant.

EPAN: a man is making a kind of delicious food which makes people feel expectant.

w/ lexicon: a man is cooking his kitchen calmly.w/ catalog: a woman is pouring water 
into a pot of water and then it is full of.

calm

anticipation

expectant

anticipation

hopeful

anticipation

“calm”
“hope”

expectant

calmly

peacefully

(b)

Lexical-levelCatalog-level

GT1: a disgusting woman put on a sick and grandiose expression for the camera.
GT2: a heavy makeup woman disgustedly made a variety of expressions to the camera.
GT3: an ugly woman poses for selfies in front of the camera.

disgust

beauty
disgusted

disgusting

disgustedly

fear

beautiful

𝑴𝒄

EPAN: a fat woman is talking about the camera which makes people feel disgusted.

w/ lexicon: a young woman is doing some 
makeup on her face.

w/ catalog: the woman is so frightened
that she did not to do it to do.

fear

terrible

beauty

(c)

Lexical-levelCatalog-level

GT1: The teacher is happily reading the passage from the girl.
GT2: The teacher is reading the description of that little girl respectfully.
GT3: The graduation of the litter girls is very trustful.

𝑴𝒄

EPAN: a little girl was very happy to her mother.

w/ lexicon: a little girl was surprised when 
she saw her mother.

w/ catalog: a little girl is waiting for her 
children with great expectation.

joy

beauty

happily

lovely

happy

lovely
surprised

anticipation

joy
love

(d)

Lexical-levelCatalog-level

𝑴𝒄 𝑴𝒄

𝑴𝒄

𝑴𝒄

𝑴𝒄

𝑴𝒘

𝑴𝒘

𝑴𝒘

𝑴𝒘

𝑴𝒘

𝑴𝒘

𝑴𝒘

𝑴𝒘

Figure 9: Visualization of some challenging examples. The EPAN obviously performs better than the ablation variants of “w/
catalog” and “w/ lexicon”. This verifies the effectiveness of our tree-structured emotion learning module.

…
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rage fear pessimism surprise guilt anticipation

Emotion  tree

joy

Figure 10: A brief overview of tree-structured emotion architecture.

[43]. Following this protocol, we build the subordinate relationship
between each root node and its children nodes (e.g., the relationship
between the root node “joy” and its children nodes “happy, glad,
cheerful, delightful”), and apply it to the captioning framework.

We use this emotion tree for hierarchical emotion learning and
emotion-aware optimization in our work. To summarize, our work
is the first attempt to leverage explicit and fine-grained emotion
modeling for the emotional video captioning task.
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